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ABSTRACT

This paper studies the use of highly dynamic networks as
infrastructures for persistent storage of data that offer ser-
vices at specific geographical zones in a decentralized and
distributed way. We propose a new algorithm, based on re-
pulsion techniques, to self-organize the nodes that store and
serve the information. In this work, we focus on the eval-
uation of our algorithm when faced to different simulated
failures in order to measure its robustness and compare it
with an existing approach.

Categories and Subject Descriptors

C.2.4 [Distributed Systems]; C.2.3 [Microcomputers]:
Portable devices; B.3.0 [Memory Structures]

General Terms

Algorithms, Performance

Keywords

mobile code, spatial computing, data dissemination, wireless
network

1. INTRODUCTION
Nowadays, the number of connected computing devices,

such as, PDAs, laptops, mobile phones, GPSs, etc are in-
creasing continuously. They form mobile ad-doc networks
(MANET’s), however they are not widely exploited yet. One
of the main challenges is to use these new highly dynamic
environments as an infrastructure to store and offer services
for the users without any centralized entity. But how to find
the best location for storing or how to decide which nodes
must become servers in a network topology that is changing
continuously is still a challenge.

In this paper we assume that the set of mobile nodes is
the environment and the pieces of information, stored in the
nodes, decide on their own when and how to move among
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the nodes or when to self-replicate (spread), as in the Hov-
ering Information problem proposed by [9]. In the hovering
information problem, the information is attached to a geo-
graphical area, called anchor area. A piece of information
is responsible for keeping itself alive, accessible to other de-
vices within its anchor area by providing information to the
nodes located in its communication range. Hovering infor-
mation uses mechanisms such as active hopping, replication
and dissemination among mobile nodes to satisfy the above
requirements. It does not rely on any central server. The
appealing characteristics of hovering information is the ab-
sence of a centralised entity and the active participation of
the information in the storage and retrieval process.

Our work provided a series of algorithms, based on re-
pulsion techniques, to self-organize the pieces of informa-
tion that act as servers in a mobile ad-hoc network, in such
a way that they ensure the maximum accessibility for the
nodes that are inside the geographical area using the min-
imum number of nodes to store the information and min-
imizing the number of messages sent (information moves).
In this paper we propose a new algorithm, based on repul-
sion techniques, and report its performance on the recovery
capability when faced to failure of nodes.

The rest of the paper is organized as follows: Section 2
reports on related work. Section 3 presents the hovering
information concepts and the storage areas considered. The
proposed algorithm is described in Section 4. In Section 5,
different types of failures are introduced and the robustness
of the algorithm is studied. The paper concludes with final
considerations and pointing out to future work in Section 6.

2. RELATED WORK
Hovering information is related to different concepts, such

as memory, middleware or dissemination of data. In the
location-based publish/subscribe research [6, 3] the informa-
tion is moved by mobile devices and provided to mobile users
according to their location. There is no need for a fixed in-
frastructure (no central server) but the information plays a
passive role. In the hovering information approach, the in-
formation is the active entity, aware of its location, exploit-
ing self-organisation to get stored among available devices
at some specific location.

Existing dissemination server techniques provide alterna-
tive algorithms for spreading the information like oppor-
tunistic spatio-temporal dissemination over MANETs [7].
Existing research focuses on car traffic applications, epi-
demic models, such as Epcast [8] or Gossip models [2]. These
works provide an interesting starting point for replication
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Figure 1: Amorphous Area Example

algorithms, but do not offer a solution for ensuring the per-
sistency of the information.

The Hovering Data Clouds (HDC) concept [4], which is
part of the AutoNomos project, is applied to the specific de-
sign of a distributed infrastructure-free car traffic congestion
information system. Although HDCs are defined as informa-
tion entities having properties similar to hovering informa-
tion, the described algorithms do not consider them as an
independent service but as part of the traffic congestion al-
gorithms. The hovering information dissemination service
is thought as a service independent from the applications
using it.

3. HOVERING INFORMATION CONCEPT
A piece of Hovering Information h is a geo-localized infor-

mation, residing in a highly dynamic environment such as a
mobile ad-hoc network. A set of replicas of a piece of hover-
ing information h are the copies created in order to ensure
a good accessibility within the amorphous area. Every node
that has a replica within its communication range has ac-
cess to the information. The main goal of h is keeping itself
alive, with the minimum cost and accessible to the mobile
nodes within its amorphous area. Hovering Information uses
mechanisms such as active hopping, replication and dissem-
ination among mobile nodes to remain in its anchor area.
Existing works study circular anchor areas [9]. In this paper
we consider amorphous areas of any shape.

Amorphous areas are anchor areas that do not have a reg-
ular shape like a circle or a rectangle and a central point.
Similarly to circular areas, the goal of a piece of hovering
information is to spread itself in the area in order to be ac-
cessible to nodes in that area. Figure 1 represents an anchor
area with 4 halls connected by 4 corridors. Nodes can move
freely in whatever direction (also outside the corridors), i.e.
the hall and corridors are not delimited by walls. The in-
formation must fill the anchor area, remain located inside it
and must not spread outside. In the figure, the black color
represents the positions inside the anchor area, while white
color represents positions outside the anchor area. As it was
presented in [9], algorithms such as broadcast and attractor
point can be used to fill a circular area. Nevertheless, an
approach such as Attractor point cannot be used in amor-
phous areas because it requires a measure of the distance
between the position of the node and the center of the area.
The main difference between circular and amorphous areas
is that amorphous areas require of a spread mechanism to
be filled.

A piece of hovering information is aware of its position in
the environment and also is able to distinguish if it is inside
the anchor area. Thus, any piece of hovering information
carries the information of its amorphous area. We assume

Algorithm 1 Broadcast with Repulsion Replication Algo-
rithm
pos ← NodePosition()

neigbourNodes ← NodeNeigbours()

if ( InAnchorArea(pos)) then
if ( ExistsReplica(neigbourNodes)) then

Repulsion()

else
Broadcast()

end

else
Clean()

end

that the pieces of hovering information have the following
information at any point in time t: (1) Knowledge of the
anchor area (amorphous area in this case); (2) Position of
the node it is currently in; and (3) Position of neighbouring
nodes and which of them has the information already. We
make also the assumption that the information itself is more
expensive to spread around than getting information about
position and data ids stored by neighbouring nodes.

4. BROADCAST REPULSION
In this paper we propose the Broadcast with Repulsion

Replication Algorithm (BRRA) as an extension of the ex-
isting Broadcast Replication Algorithm (BRA) presented in
[9]. BRA was presented for circular anchor areas. The policy
followed by BRA is to trigger the replication whenever the
node that stores the piece of information is inside the anchor
area. This is different from the original BRA presented in [9]
where the pieces of information trigger the replication when
they are in a subarea called risk area inside the anchor area.
It is not possible to apply this policy in the amorphous area
(with an arbitrary shape), because the replicas do not spread
along the desired shape when the concept of risk area is ap-
plied to amorphous shapes. The BRA replicates to all nodes
in the communication range. Finally, a piece of hovering in-
formation located outside of the anchor area removes itself
and frees the memory of the node in which it was located.

The goal of the Broadcast with Repulsion Replication Al-
gorithm is to reduce the number of replicas while keeping
high levels of accessibility of the information. To that pur-
pose, BRRA: 1) replicates the information only when there
is no other replica within communication range and; 2) uses
a repulsion mechanism in order to spread the information
over the amorphous shape. Through repulsion, the pieces of
hovering information are provided with a distributed mech-
anism that tries to cover a maximum of the anchor area with
a minimum of replicated pieces of information.

BRRA (see Algorithm 1) uses broadcast as a replication
algorithm (like BRA) and repulsion to spread away the repli-
cas. When the broadcast is executed all the nodes that
are within communication range receive a replica and then
they serve the information to the nodes in communication
range. First, the location (inside or outside) of the replica is
checked. If it is inside the anchor area, two different policies
may be applied: repulsion or broadcast. If there is another
information replica in a node within communication range,
the repulsion is triggered. If it is the unique replica in the
communication range, the broadcast is triggered. Finally,
when the node holding the replica is outside the anchor area,
the information is erased from the node.
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Figure 2: Repulsion example

4.1 Repulsion
The goal of the repulsion mechanism is to help spreading

the pieces of information over the anchor area maintaining
good accessibility levels while keeping a minimum number
of replicas (in order to use less memory). When two or
more replicas are close to each other, one of them will move
away (removing itself from its current location and replicat-
ing further away). The repulsion mechanism, inspired by
the gas theory, has been used in self-repairing formation for
swarms of mobile agents [1] and as an exploration mecha-
nism in multi-swarm optimization algorithms [5]. The main
difference between our system and the use in self-repairing
formation for swarms of mobile agents is that pieces of hover-
ing information do not have any control over the movements
of the mobile nodes where they reside. Even more, they do
not have any knowledge about the next movements.

Let h be a piece of information, r a replica of h, and nr

the mobile node where r is currently located. The desired
position for r at time t + 1, ~P (r)t+1 is calculated as follows:

~P (r)t+1 = ~P (r)t + ~R(r)t, (1)

where ~P (r)t is the position of r at time t and ~R(r)t is the
repulsion vector at time t. Next, the repulsion vector is
calculated as follows:

~R(r)t =
X

i∈R(r,t)

~P (r)t −
~P (i)t

dist(r, i)
· (CR− dist(r, i)) (2)

where R(r, t) is the set of replicas of h in the comunication
range of nr at time t; dist(r, i) is the Euclidean distance be-
tween replicas r and i; and CR is the communication range.

Once the desired position ~Pd(r)t+1 is known, the replica
r must choose which node in its communication range is the
closest to this desired position. If the closest node is itself,
the repulsion is not applied. Otherwise, r replicates to a
new node and deletes itself from nr.

Figure 2(a) illustrates how repulsion vectors are calculated
by a replica. Repulsion vectors are inversely proportional
to the distance between the position of the replica and its
neighboring replicas. Using the repulsion vector, the new
desired position is calculated. Next, the replica moves sub-
sequently to the nearest node to the desired position, as it
is shown in Figure 2(b). Contrarily to BRA, after applying
the repulsion mechanism, the information is removed from
the original node.

Blackboard 1200m x 700m
Mobility Model Random Way Point

Number of nodes 1000
Speed of nodes 1m/s to 2 m/s

Communication Range (CR) 40 m
Algorithm Triggering 1 s

Table 1: Scenario settings

5. EXPERIMENTS
The goal of the experiments is to analyze the robustness

of the proposed repulsion algorithm. Since the new algo-
rithm reduces the number of replicas in the anchor area,
we are interested in its robustness (compared with the plain
broadcast algorithm) when different node failures occur.

We investigated two different node failures: (1) when the
mobile nodes lose the piece of hovering information (but
nodes are still available in the environment) and (2) when
mobile nodes disappear (they are no longer available). Ad-
ditionally, we analyze the performance of the two algorithms
when the failure is uniformly distributed in the anchor area
or when it is concentrated in a specific region. To measure
the robustness, we analyzed the trade off between the ac-
cessibility of the information and the number of nodes with
stored replicas. Three different metrics were used:
• Accessibility: the area covered by replicas at time t. A
value of 1 represents that the 100% of the shape is covered,
and 0 when there is no piece of information in the shape.
• Memory: the number of nodes that are storing a piece
of information at time t.
• Messages: the number of messages sent throughout the
network between time 0 and time t.

Table 1 summarises the parameter settings for the simu-
lated scenarios. Both BRA and BBRA algorithms are trig-
gered every 1s of simulation time.. Each run spent 270 sim-
ulation seconds and failures are simulated after 150 seconds.
For each experiment, we executed 50 runs. The results pre-
sented are the average over these 50 runs.

For simulating failures in a specific region of the amor-
phous area, a rectangular area of (200, 70, 800, 300) is se-
lected. This rectangular area covers the left-top part of the
amorphous shape (one hall and part of connecting corridors).

5.1 Initial Convergence
Previously to analyse the performance of the proposed

algorithm when failures arise, we analyzed the initial con-
vergence. We considered that the system has converged at
time t, when at least 90% of the amorphous area has access
to the information. In this experiment we measure the ac-
cessibility, memory, and number of messages from step 0 to
step 150.

Figure 3 shows how the convergence of BRA is faster than
the convergence of BRRA. The result is not surprising be-
cause BRA is continuously spreading the information using
broadcast. Nevertheless, the price for this faster conver-
gence of BRA is a significant increment of the number of
messages and of the memory storage. Specifically, the num-
ber of messages sent by BRA from the beginning to step 150
is about 10.000 while with BRRA less than 4.000 messages
are sent. That is, BRA duplicates the number of messages
required to achieve the convergence. Regarding the use of
memory, BRRA achieves the convergence with 100 replicas
only, whereas BRA converges with around 400 replicas and
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Figure 3: Initial convergence

Figure 4: Memory usage in initial convergence

it uses at some points around 500 replicas (see Figure 4).

5.2 Information loss
In this scenario we simulate a failure affecting the informa-

tion that nodes store, but not the network topology. That
is, the information disappears in some nodes but the nodes
continue moving in the system and they can be used again
to store the information.

The first experiment was focused on analyzing an infor-
mation failure uniformly distributed along the amorphous
area. For this purpose, after 150 simulation seconds, 60%
of the nodes that store a piece of information lose their in-
formation (but they continue to be present in the system).
Figure 5 shows how the failure is fixed for both algorithms in
a similar time. Specifically, the accessibility decreases to 0.7
after the failure but it is recovered in less than 40 simulation
steps. Thus, BRRA is able to achieve the same robustness
starting with a lower memory storage. Moreover, when the
convergence is achieved both algorithms present a memory
storage equivalent to their initial convergence (see previous
experiment).

The second experiment was focused on analyzing the ro-
bustness when all the nodes located inside a specific area lose
the information that is stored in their memories. The failure
was also generated after 150th simulation steps. Analyzing
the results (see Figure 6), we observe that the convergence
of both algorithms is analogous to their initial convergence.
That is, BRRA uses more time to fix the failure but the re-
sources BRRA uses (memory and messages) is significantly
lower than BRA. The use of memory decays initially in both
algorithms, but recovers previous values at convergence.

5.3 Nodes Fail
In this second scenario the nodes themselves fail (disap-

pear). This failure modifies the network topology and the
number of nodes active in the system. As in the previous
scenario, the first experiments were focused on a randomly
distributed failure. Specifically, after 150 simulation sec-
onds a percentage of nodes storing a piece of information

Figure 5: Convergence in random inf. loss

Figure 6: Convergence in area information loss

fail, and disappear from the system. Two failures were sim-
ulated: one failure involving 30% of the nodes and another
failure involving 60%.

Figure 7 shows that a failure of 30% of nodes is not enough
to produce a significant decrease on the accessibility of the
system. The use of memory, after recovering from the fail-
ure, is the same for BRRA. This is an interesting scalability
property of BRRA: the number of replicas is independent of
the number or nodes. That is, it is only dependent on the
number of nodes required to cover the area. On the other
side, the use of memory in BRA decreases but this decre-
ment is directly related to the decrement of nodes in the
system

When the percentage of nodes that fail is increased, we
observe that BRA suffers a decrease in the accessibility rates
(see Figure 8). The reason for this behavior is that BRA
requires a higher number of nodes to cover the area. Thus,
when faced with a failure of 60% of nodes, BRA requires
an additional effort to fill up the amorphous area again.
On the other side, the failure of 60% of nodes in BRRA
is not traumatic and the algorithm can refill the amorphous
area again in a shorter time than BRA. Then, BRRA is
more robust in this scenario. The number of nodes that
store the information decreases more in BRA (see Figure
9) due to the big amount of nodes that are removed from
the system. Nevertheless, after some simulation steps, when
both algorithms have fixed the failure, the memory used by
BRA is higher again.

The second series of experiments focused on analyzing the
robustness when the nodes that fail are concentrated in a
specific region, i.e. after the failure the complete region is
empty of nodes. Thus, the recovering process requires that
new nodes come to populate the region of the failure.

Figure 10 shows how, when the failure occurs (second
150), the accessibility decreases for both algorithms. The
time required to fix the failure for both algorithms is very
similar, because when the nodes fail, a hole in the network
topology is produced and the shape can not be fixed until the
network itself is fixed. BRA uses a memory proportional to

1337



Figure 7: Convergence with 30% of random falls

Figure 8: Convergence with 60% of random falls

the number of nodes in the system. That is, the higher num-
ber of nodes the system has, the higher memory BRA uses.
The number of nodes that store replicas in BRA decreases
from 470 to 300, due to the lower number of nodes in the
system. On the other side, after the failure, BRRA decreases
the number of replicas in a smoother way and achieves the
convergence without increasing the memory.

6. CONCLUSIONS
In this paper we have proposed an algorithm, based on the

notion of repulsion, to let data spread itself in a pervasive
system made of a set of nodes moving continuously over a
bi-dimensional space. The goal of the algorithm is to fill an
arbitrary shape in a bi-dimensional space with a low number
of replicas, such that every node inside the shape can access
to the information. We have simulated different types of
failures (information failures and node failures) and shown
the good performance of the proposed algorithm. Experi-
ments have demonstrated the robustness of the algorithm
when faced to failure and a significant gain in memory and
messages consumption.

As a future work, we plan to evaluate the algorithm in a
more realistic scenario, like a museum or a shopping mall,
when the number of nodes is changing dynamically and the
movement of the nodes do not necessarily follow the random
way point algorithm.
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